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Real-world data and Real-world Evidence

Real-world data (RWD) are data obtained from sources that are
departures from traditional randomized controlled double blinded
experiment (RCDBE).

Departures could include non-randomized, non-controlled, non-double
blinded, or any combination of these.
Example data sources:

Large simple trials or pragmatic trials
Retrospective observational or registry studies
Case reports
Administrative and healthcare claims and electronic medical records
Some genomic studies
Other observational study settings

Real-World Evidence (RWE) is any evidence gathered from RWD.
RWE can potentially complement information from traditional
randomized clinical trials
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Real-world data and Real-world Evidence

Depending on data characteristics, RWD could be a valid source of
scientific evidence (FDA Draft guideline for RWD [1]).
Real-world studies–if well designed, conducted and analyzed–could
provide insights on causal treatment effects in settings where
feasibility and ethics preclude conduct of randomized clinical trials.
Examples:

Smoking and lung cancer
Auto accident fatality and use of car seat beat
Optimal time to switch patient to a new therapy when treatment
holiday might be unethical
Comparative effectiveness of therapies in routine clinical practice
post-approval of a drug
Comparison of new medical device to existing one
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Real-world data and Real-world Evidence

In July 2016, the FDA issued a draft guideline on use of real-word
evidence to support regulatory decision for medical devices
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Multi-national Real-world Studies

Multi-national real-world studies are real-world studies conducted across
multiple countries:

Attractive because they:

potentially increase access to eligible patients/participants
possibly quicker study completion timeline; therefore, faster data to
decision
potentially improved generalizability of results since patients are
recruited from different countries and ethnicities.
are not without issues
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Designing Real-World Studies
Consider a study to compare outcome of an intervention between two
treatment groups?

A fair comparison of causal association on an outcome between
treatment groups will ensure groups similarity pre-treatment

Randomization ensures similarity (on average) between groups in
terms of measured and unmeasured pre-treatment variables

Randomization justifies valid inferential comparison between
treatment groups without recourse to complex mathematics

Assuming study is not compromised by post-randomization events,
e.g., differential loss to follow-up

Non-randomized studies lack the benefits of well designed and
conducted randomized experiments:

A naive comparison of unbalanced treatment groups will be invalid and
uninterpretable
Association may be due, among many things, to: bias, chance,
confounding, and cause
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Designing Real-world Studies

Good design and analysis aim to prevent, reduce, and evaluate bias,
confounding, and chance, to enable estimation of a causal unbiased
association between exposure and outcome [2].
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Designing Real-World Clinical Studies

Real-world clinical studies should be designed to closely mimic simple
randomized trial:

Protocol: developed before study begins
Specify the causal association/treatment effect of interest

SAP: written and signed off before data base lock/data transfer.
Careful thought warranted before specifying any analysis in the SAP;
analyses could become burdensome.

Study design is separated from and precede data analysis.
Outcomes are withheld from analyst during the study design.
Treatment and time of treatment initiation are clearly defined.
Variables measured before and after treatment initiation are clearly
distinguished.
Variables measured after treatment initiation are never used in study
design.

Macaulay Okwuokenye (BASS XXVOctober 16, 2018) 15 / 60



Designing Real-World Clinical Studies

Decision level that impacts treatment assignment are critical–e.g.,
types of insurance, type of healthcare, first-line versus second-line
therapy, prior therapy, etc.
Reduce sample heterogeneity using inclusion/exclusion criteria;
nonetheless, consider impact on generalizability.
Ensure treatment groups are balanced on measured covariates;
however, this provides no basics for anticipating balance in
unmeasured covariates.
Inability to induce balance among unmeasured covariates is an
important limitation of non-randomized studies.

Among methods of treatment assignment, randomization boast of
ability to induce balance among unmeasured covariates.
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Designing Real-World Clinical Studies

Collect data on possible alternative explanation for treatment effects:
e.g., using multiple control groups that are subject to different source
of biases,
or baseline pre-treatment measurements of the outcome,
or data from different region (one can assess effect of same treatment
but from different region on the outcome).

Inclusion/exclusion criteria are based on variables measured before
treatment initiation.
Plan for sensitivity analysis.
Identity a control or reference group (See [3] for guideline).

In selecting control group, consider possible impact of temporal effects.
This is important in instances that experienced rapid technological
evolution or in diseases where natural remission is possible.
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Designing Real-World Clinical Studies

Control Group

A reference or control group is important.
It provides a comparison group.

There are various types of control.
Concurrent controls (e.g., prospective studies involving two arms;
placebo).
Self-control (comparison with pre-treatment/baseline value; pre-post).

Interpretation should consider the critical role of possible regression to
the mean, particularly in remitting diseases.
One could use multiple periods, e.g., before treatment, during washout,
during treatment, and after treatment.
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Designing Real-World Clinical Studies

Historical control
One might use patient-level data from prior trials.
When patient level data are unavailable, a fixed target may serve as
reference for comparison.
Meta-analyze multiple historical trials data to obtain a distribution of
effects.
Be careful when there is possible natural temporal change in disease
course or temporal evolution of technology (e.g., if disease
rate/incidence is known to have changed over time, or diagnostics
improvement).
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Designing Real-World Clinical Studies: Propensity Score

The Propensity Score

Denote by X a covariate vector for a subject assigned to treatment T
(=1 if treated; 0 if untreated). The propensity score [4], e(x), is the
conditional probability of treatment assignment given observed
covariates; that is,

e(x) = Pr (T = 1|X) ; (1)
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Designing Real-World Clinical Studies: Propensity Score

Equation (1) implies that treated and untreated subjects with the
same value of propensity score will have same distribution of observed
covariate X .
This is formally expressed as the treatment assignment and the
covariates been conditionally independent given the propensity score.
Propensity score is a balancing score.

Propensity score is used to induce balance between intervention groups
on observed pre-treatment covariates.
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Designing Real-World Clinical Studies: Propensity Score

Propensity score methods are appropriate when randomization into
groups to be compared could have been feasible:

e.g., intervention group, and any categorization defined on function of
time before commencing treatment–early versus later starter.
i.e., when manipulation of treatment by an investigator would have
been possible.

The true propensity score is rarely known except in randomized
experiments:

It has to be estimated estimated in other settings.
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Estimating Propensity Score

The goal is to estimate propensity score that balance covariate
distribution.
The goal is NOT to obtain the best estimate of propensity score in
terms of any criteria based on minimizing the difference between
estimated and true propensity score.
Some methods of using propensity score more than others may rely
on an accurate approximation of the true propensity score by the
estimated propensity score.

Hence, decision made during propensity score model specification may
impact estimators for treatment effects.
Justification for the final propensity score model should be clearly
stated.
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Using The Estimated Propensity Score

Propensity score Methods: Stratification

Stratification involves using the estimated propensity score to
partition/separate subjects into mutually exclusive strata.
Within each strata with similar values of propensity score, the
treatment and control subjects have similar covariate distribution.
Stratification with further within-strata model-based covariate
adjustment will less likely require exact specification of propensity
score model.
The number of strata is data-driven; quintile is common.
Overall treatment effects could be obtained as a weighted average of
stratum-specific estimates.
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Case Study I: Comparative Effectiveness Post-approval

Study Objective:
To evaluate 12 months on-treatment comparative effectiveness of two
therapies in routine clinical practice post-approval

Population:
Defined through inclusion/exclusion criteria to reflect the population of
interest including population excluded from the pivotal trials

Post-treatment initiation event
None considered during study design stage

Study duration was restricted to 12 month to minimize complication
created by post-treatment initiation events
Treatment discontinuation was not expected to be much given what
was known about the two therapies
Patients were censored at time of switch to alternative therapy
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Study Design Considerations

Variables
Time to relapse
Number of relapse

Primary endpoint
Proportion of patient who relapsed

Secondary endpoint
Frequency of relapse

Summary measure
Hazard ratio
Kaplan-Meier estimate of proportion relapsed
Annualized relapse rate at 12 months
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Study Design

PS estimated with baseline variables based on substantive ground
age, sex, region, number of relapses in the past year, time since first MS
symptoms, number of prior MS treatments, reason for discontinuing
prior MS treatment, missing baseline EDSS score indicator.
Region was grouped based on similarity in heathcare system

Remaining pre-treatment variables were sequentially added to the PS
model at P-value=0.2 threshold
Quartiles (strata) of PS were created
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Stratification

Assessing Adequacy of Number of strata:

The goal was to construct subclasses within which there was a
modest variation in estimated propensity score.

Within each strata, the treatment indicator should be statistically
approximately unrelated to the estimated propensity score.

Estimated propensity score were trimmed to avoid ”prophetic
extrapolation” (i.e., induce overlap in propensity score distribution):

Discarded control units having an estimated propensity score less than
the smallest value of estimated propensity score among treated subjects
Discarded treated units having an estimated propensity score greater
than the estimated propensity score in control subjects
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Trimming PS

1111

0.2 0.4 0.6 0.8 1.0

Estimated Probability

0

5

10

15

20

P
e

rc
e

nt
Discard PS > This (0.787)Discard PS < This (0.2635)

10Treatment

Distribution of Propensity Score

Figure 1: Inducing Overlap in PS
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Stratification

Compute estimated linearized propensity score ˆ̀(x)

ˆ̀(x) = ln
( ê(x)

1− ê(x)

)
(2)

Assess whether linearized propensity score (ˆ̀(x)) is approximately
unassociated with treatment indicator within strata

t-test were used to assess the hypotheses that ˆ̀tj and ˆ̀cj are from same
distribution

t − statj =
¯̀tj − ¯̀cj√

S2
`j × (1/Ncj + 1/Ntj )

(3)

where in stratum j , ¯̀tj and ¯̀cj are the means of the linearized
propensity score (ˆ̀(x)) ; S2

lj is the sampling variance of ˆ̀(x), and Ntj
and Ncj are the number of treated and control subjects, respectively.
If t-statistics is larger than a specified threshold (e.g., tmax = 1) and
the sample size is sufficiently large, then split the strata by median
propensity score in that strata.
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Evaluating Adequacy of Propensity Score Model

Displayed distribution of propensity score by strata–histogram and
box plot.
Normalized difference (Ndif) was computed for continuous covariates;
a Ndif of 0.1 was deemed a satisfactory balance.
A 2-way ANOVA with the covariate as a pseudo-outcome was used to
assess the balance in baseline continuous covariates; a logistic or
Poisson regression for dichotomous and count variables, respectively.
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Evaluating Adequacy of Propensity Score Model
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Figure 2: An Example Plot of Normalize Difference
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Statistical Analysis of Outcome

Upon satisfactory balance in distribution of baseline variables:

Within each strata of PS, the proportion of patients relapsed was
estimated using the Kaplan-Meier product limit method, based on a
time-to-first relapse survival distribution.
Pooled Kaplan-Meier estimates were obtained as weighted KM
estimates over strata with the weight proportionate to the number of
patients at risk for each interval within each stratum

This is essentially meta-analysis of the Kaplan-Meier estimates across
strata of PS

Hazard ratio was estimated using stratified Cox’s proportional hazard
model with the PS quartile as stratifying variable, adjusting for age,
region, and no. of relapse in past one year

Further adjustment was to account for possible residual imbalance
Analysis for annualized relapse rate was similar
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Propensity Score Methods: Weighting

Propensity Score Weighting

Inverse-probability-of-treatment weight (IPTW) estimator (for estimating
ATE) and ATT-weighted estimators.

IPTW estimates standardized effects measure with the entire study
population as the standard population.
Assuming no unmeasured confounder, IPTW estimates the causal
treatment effect in a population whose distribution of risk factors is
same as that of entire study population.
IPTW uses reciprocal of estimated propensity score for treated
patients (1/ê(X)) and inverse of 1 minus estimated propensity score
(1/(1− ê(X))) for untreated patients.
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Propensity Score Methods: Weighting

ATT-weighted analyses uses the number 1 for the treated and
propensity odds (ê(X)/(1− ê(X))) for the untreated.
ATT-weighted approach estimates a standardized treatment effects
measure in which the treated group is the standard population.
No weighting technique is superior to the other; each technique
answer different questions.
This emphasizes the importance of clearly defining the estimate of
interest and justification.
Extreme weight can impact analysis results.
Trim extreme weights
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Propensity Score Methods: Weighting

Aside:
With successful matching of the treated subjects to the control
subjects, estimates of causal association should be similar to that
from ATT-weighted estimator; however, the advantages of using
weighted approach are:

1) It uses data from all patients
2) It is unaffected by uncontrolled confounding due to inability to find
a good match for treated subjects

Weighting can also be viewed as the limit of stratification as the
number of observations and subclasses tend to infinity [7]
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Case Study II: Optimal Time to Switch Therapy

Call these drug TC and NH. Following TC approval, clinicians were
interested in:

optimal time to transition patients from NH to TC;
which patients are good candidate to transition;
timely information on transitioning guideline

Moreover,
lots of the patients were considerably older (as old as 70 years) with
commorbidities (hence, excluded in the pivotal trials)
Reasons for therapy switch varies among patients–patient’s or
investigator’s decision(This is CRITICAL, we will come this!)
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Case Study II: Design Consideration

Where we to conduct a CRT, a design option will be to randomize
patients into early versus late transition such that
0 < Pr(T = 1|X ) < 1 hold

Investigator would randomly assigned patients with a known and
equal probability to early versus late transitioners
Random treatment assignment justifies many of the statistical
analyses approach

However,
patient transitioned for different reasons; hence, the probability of
transitioning (assignment) to early versus late is unknown

This probability might be confound by unobserved covariate
This is the reason removing bias and confounding are very important
(Hint: No systematic error in the sample size formula?)

if a driver’s destination is New York; driving the car toward Maine will
not get to the destination no matter the speed
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Study Objective and Endpoint

Objective
Compare frequency of relapse at one year post-treatment initiation
among early versus late switchers, defined as ≤ 90 days versus > 90
days washout duration
based on the lower limit suggested for a 12-to-16 week NH washout

Endpoint
Number of relapse at one year post-treatment initiation
Proportion of patients relapse

Summary measure
Annualized relapse rate
Hazard ratio
Kaplan-Meier estimates of proportion relapse
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Study Design

More of less of case series in which each patients served as his/her
control
Phase 4 retrospective observational study of patients with RRMS who
switched from NH to TC.
Data were collected before NH initiation to obtain an estimate of
ARR before and during the 1 year after NH initiation, and in the year
after TC initiation
Patients must had received ≥ 12 months of NH and no other TC
between NH discontinuation and TC initiation
Patient must have initiated TC ≥ year before study enrollment, but
not required to be on treatment for the entire one year
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Study Design Continued...

Baseline characteristics (age, number of relapses during NH treatment
and washout, duration of NH treatment, and steroid use during
washout) of these 2 groups were balanced using PS.
A stabilized inverse probability of treatment weight (SIPTW)
estimator was used to assess ARR in these 2 groups.
The IPTW estimates a standardized effect using the entire study
population as the standard population (Sturmer et al., 2010).
Balance was assessed using Kolmogorov-Smirnov test for continuous
variables and the chi-square test for categorical variables.
A satisfactory balance was achieved in the baseline characteristics for
the washout duration categories
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Statistical Analysis of Outcome

The estimated hazard ratio (HR) for impact of washout duration
(≤ 90 vs 90 days) among patients without relapse during
natalizumab treatment was based on a Cox proportional hazard model
using the SIPTW estimator.
Variability of the HR was based on a robust (sandwich) standard error.
Supplementary analysis (post-hoc): ARR by quartile of washout
duration
A standardized effect using the population with washout duration
≤ 90 days as the standard population (ATT) was also estimated (the
result was similar to that based on IPTW above.
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Multi-national Studies: Issues

Data quality and reliability
Data quality issues often preclude conducting all the necessary
analyses–sensitivity analysis

Possible unstandardized adjudication and assessment of outcome
across countries, e.g., adjudication of relapse is unlikely to be same
across clinics in different countries

What then is the interpretation of the outcome?
Frequency of clinic visits might not be same across countries–this
could potentially affect the reported outcome
Standard of care might differ across countries; this impact treatment
assignment and prescription behavior–possibly inducing systematic
differences in patient population
Types of healthcare and insurance may differ across countries, with
possible impact on prescription behavior–a possible source of
systematic difference.
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Multi-national Studies: Issues Continued...

Expected outcomes for standard of care may change over time at
different rate across countries, due, for e.g., to change in supportive
care, differences in radiological assessment techniques, difference in
availability of second line therapy

Population been compare might be different: e.g., patients on first-line
therapy are generally different from patients on second-line therapy.

Possible inter-institution and inter-country variability in outcomes
Explained variability in outcomes by measured variables may be limited;
this may limit the applicability of any covariate adjustment method.
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Multi-national Studies: Issues Continued...

Validity of study design–data availability (blinding is difficult perform
and document)

Providing evidence that outcome was not used during study design is
difficult

Missing data
Define what comprised missing data carefully
Consider data imputation carefully
Sometimes the estimand of interest is unclear
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Biomarker Screening in Early Phases

Many early phase biomarker single arm studies are not randomized
A study might identify differential gene expression or specific mutation
as prognostic or predictive
Patients typically are not assigned to a gene or mutation

Unobserved covariates (e.g., age, prior therapy) might impact
differential gene expression or mutation status
Inferential approaches for real-world studies could (and should) be
useful in early phase biomarker studies
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Sensitivity Analysis

Sensitivity analysis involves assessing the sensitivity of conclusions to
assumption about unmeasured covariate.
One of the earliest is due to Cornfield et al (1959) [8]

They considered sensitivity of conclusion to unmeasured binary
covariate

Method due to Rosenbaum (1995) sensitivity is common:
Rosenbaum calculated Fisher p-value for assessing fisher sharp null
hypothesis of no treatment effects
Assess the sensitivity of the conclusion under unconfoundness to that
assumption

The method due to Lin, Psaty, and Kronmal (1998) could be applied
to model-based treatment effects estimates.

This could easily be used to assess sensitivity for summary published
results
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Publishing Results

Provide estimand of interest
Provide details of design procedure like would be described in
randomize trials.
Provide details and result of covariate balance.
Provide results of sensitivity analysis and its meaning in the context
of the results.
Avoid prophetic extrapolation results

Remember that conclusions and interpretation of results are condition
no unmeasured confounders
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